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When wireless sensors were originally designed, energstiaints
led the engineers to include in the architecture radio dsvahar-
acterized by very low energy consumption for the idle stetg,(
Zigbee radios). This choice was justified through the cldiiat t
these sensor nodes would spend only a small percentage ®f tim
transmitting. While devices using 802.11 radios may haveta b
ter energy per bit efficiency than these lower-power radiges
their higher bit rates, the larger idle costs make them |#&gent

in such, idle-dominated networks.

But that argument was based on devices using a single rati®. T
emergence of powerful sensor platforms capable of usingipteil
radios (e.g., Intel Stargate [1], LEAP - Low Power Energy Asva
Processing [2], ), calls for reevaluation of the tradeoffglved

in using high-power radios in energy-constrained sensovarés.
Stathopoulousgt al. [3] focused on topology control mechanism in
dual-radio networks event is a requirement. where datatggets-
mitted through the high-power radio after setting up the-enrdnd
path in an energy efficient way using the low-power radioswHo
ever, the possibility of energy savings during the actuta @ians-
mission was not explored as the data was considered delaj+ sen
tive. One the other hand our previous work [4] focused onrenvi
ment where data is not delay sensitive. We showed how in aelevi
equipped with both a low power and a high power radio, it is-pos
sible to define a break-even pointg(, the minimum data size that
needs to be accumulated so that a high-power/high-rate cadi
save energy in comparison to communicating via a low-pdosxes/
rate radio) and presented a dual-radio communication gobthat
manages the transitions of the high-power radio based dgteEna
models of the break-even point.

To strike the balance between the two conflicting objectdfesin-
imizing delay and maximizing energy savings, we are working

a protocol where the goal is to save energy while keepingydela
within some acceptable bound. Formally, let us assume Izt t
for any data sent from nodeto nodeb, the maximum acceptable
delay isd and the length of the path ishops using only the high-
power radio for transmission. Our goal is to ensure that for a
pair of consecutive nodes on this high-power radio pathdtiay
never exceedd/n and then it will be sufficient to ensure that the
overall delay does not exceeld A trivial way to achieve this ob-
jective is to send data as soon as it arrives through the fogler
radio. However, the energy cost of such an approach will g ve
high. On the other hand, waiting for the break-even amoudatd

to accumulate might cause delays in excess of the requinanidbo
To ensure that the bound is met with a comparatively low gnerg
cost, our protocol accumulates data until a point, callexctft-
ical point, is reached, where the anticipated delay of waiting for

Figure 1: Demo architecture

itors the amount of traffic that it is forwarding per unit ofni,
computing adata generation rate for itself. If the critical point is
reached, data gets transmitted immediately using the lmwepra-
dio. Otherwise, the node waits for the break-even amounttd d
to accumulate before transmitting through the high-powsdia.

We will demonstrate the effectiveness of our protocol ontavaek
made of a number of sensor nodes equipped with a single, low-
power Zigbee radio chip, and other devices with both 802.45d
802.11 communication capabilities. One of the dual-radisicks
will act as a Base Station, collecting all the data sent oh bban-
nels.

All the devices will be powered by the same power source, whic
will also be connected to a power meter, as in Figure 1.

A laptop will be equipped with a testbed managing softwae th
allow users to select whether the network should use onljotlie
power/low-rate radios, or if our protocol should be activeddi-
tionally they will be able to tune the data generation rateefach
node, as well as several other parameters related to thecptot
The power consumption of all the nodes is measured by thermete
connected to the laptop, where the effect of the users’ ehoic
the various parameters will be shown in real-time. This rwoitig
system can be used on a variety of network protocols and faluse
to perform tests regarding their energy efficiency on a redlark
deployment.
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